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1 Introduction

We present a suite of tools for building and evalu-
ating statistical models for automatically scoring
spoken and written responses.

Automated scoring of constructed spoken and
written responses is a multi-stage process. First,
the responses are processed to extract a set of fea-
tures representing different dimensions relevant to
a given assessment. These features are then com-
bined in a statistical model which maps feature
values to the final score (Page, 1966; Neumeyer
et al., 1996; Burstein et al., 1998; Landauer et al.,
2003; Zechner et al., 2009; Bernstein et al., 2010).

The development of automated scoring models,
especially ones used for operational scoring of test
taker responses, is, in most cases, the result of col-
laboration between NLP (or Speech) researchers
and experts in educational measurement. While
the former work on feature development and ma-
chine learning models, the latter ensure that the fi-
nal model is in line with the established desiderata
for assessment design, validity and fairness (Yang
et al., 2002; Clauser et al., 2002; Williamson et al.,
2012).

We present RSMTool (Rater Scoring Model
Tool), an open-source tool! that we have developed
to aid NLP researchers working on new features or
components for automated scoring models. RSM-
Tool helps researchers evaluate to what extent their
proposed changes to the scoring model meet the
guidelines developed by the educational measure-
ment community. RSMTool not only automates the
model building and evaluation process to ensure to
consistency between different researchers working
on the same model, but also produces a detailed re-
port which integrates measurement guidelines and
quantifies how well the model meets them.

'nttps://github.com/
EducationalTestingService/rsmtool

The measurement guidelines currently imple-
mented in RSMTool follow the framework sug-
gested by Williamson et al. (2012). It was devel-
oped for the evaluation of e-rater, an automated es-
say scoring engine (Attali and Burstein, 2006), but
is generalizable to other applications of automated
scoring. This framework was chosen because it
offers a comprehensive set of criteria that cover not
only the accuracy of predicted scores but also other
aspects such as fairness of the automated scoring
engine.

One of the main strength of RSMTool is its
flexibility. Not all the recommendations made by
Williamson et al. (2012) are universally accepted
by the automated scoring community. For example,
Yannakoudakis and Cummins (2015) recently pro-
posed a different approach to evaluating accuracy
of automated scoring. The structure of RSMTool
makes it easy for researchers to add new analyses
without making any changes to the core code struc-
ture thus allowing for a wide range of psychometric
evaluations.

Finally, RSMTool treats scoring as a regression
of the final score on a set of non-sparse numeric
features. To this extent, it provides access to multi-
ple regression algorithms including linear and non-
linear models. However, this is by far not the only
approach to automated scoring. See, for example,
Chen and He (2013) and Shermis (2014a) for an
overview. To address this, RSMTool incorporates
a separate tool named RSMEval for evaluating pre-
dictions generated by external systems. This tool
is described in more detail in §5.

In the rest of the document, we introduce the
data processing pipeline implemented in RSMTool
and then focus on the report presented to the user.
As an example, we use the data from the The
Hewlett Foundation competition on Automated Es-
say Scoring (Shermis, 2014a) and build a scoring
model using simple features inspired by the ones



described by Attali and Burstein (2006).2 Note
that the scoring system we build is entirely for
illustration purposes. The complete report auto-
matically generated by RSMTool is available at:
http://bit.ly/rsmtool.

2 Data Preprocessing

RSMTool takes as input the data files that contain
feature values and observed scores for the training
and evaluation partitions. Since the tool does not in-
clude any text or audio processing components, all
feature computation (as well as data partitioning)
must be done beforehand.

The supplied features are then pre-processed to
ensure the reliability of the final model. First, all
responses with non-numeric human scores or fea-
ture values are removed from the data. For the
remaining responses, outliers in each column are
appropriately truncated to the mean feature value
=+ 4 standard deviations (cf. Zechner et al. (2009)).
Finally, all feature values are standardized into z-
scores.

To ensure generalization, any parameters used
for feature standardization and transformation are
computed only on the training partition and then
applied to the evaluation partition.

3 Model building

The processed feature values are used to train a
statistical model that maps feature values to human
scores. The features used to train the chosen model
can either be pre-defined or automatically selected.

RSMTool allows the use of simple OLS regres-
sion as well as several more sophisticated regres-
sors including Ridge, SVR, AdaBoost, and Ran-
dom Forests, available through the SKLL toolkit.?
The tool also includes several regressors which
ensure that all coefficients in the final model are
positive to meet the requirement that all feature con-
tributions are additive (Lipovetsky, 2009). These
are non-negative least squares regression (NNLS)
(Lawson and Hanson, 1981) and a constrained ver-
sion of Lasso regression (Goeman, 2010).

The chosen model is trained on the training par-
tition and the parameters learned are then used to
generate predictions on the pre-processed feature

>The data from the competition is publicly available at
https:/www.kaggle.com/c/asap-aes/data/.

3github.com/EducationalTestingService/
skll

values of the responses from the evaluation parti-
tion.

4 Model evaluation report

As part of its output, RSMTool automatically gen-
erates a comprehensive HTML report describing
all aspects of the model training process.
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Figure 1: A graph from the ASAP RSMTool re-
port showing distributions of the pre-processed fea-
ture values, the human score (sc1), and response
length. The graph shows histograms as well as a
univariate kernel density estimate, obtained using
a gaussian kernel (denoted by the smoothed line).

Each section contains tables and plots with infor-
mation crucial to conducting a well-rounded eval-
uation of the scoring model. All numeric results
are saved as CSV files and can be used directly
for more complex analyses. All sections of the re-
port integrate the recommendations following the
Williamson et al. (2012) framework; values that do
not meet these recommendations are either auto-
matically highlighted in red (in tables) or indicated
graphically (in plots).

Although the report contains several sections,
there are three salient ones that we will focus on in
this document: data description, model summary,
and model performance.

4.1 Data Description

The data description part of the report allows the
user to review various distributional properties of
the features used to train the model. These include
descriptive statistics such as mean, range, the over-



sc¢1 |length [DISCOURSE | GRAMMAR |MECHANICS |STYLE |USAGE (VOCABULARY
sc1 1.000 |0.649 |0.609 0.316 0.504 0.525 |0.266 |0.312
length 0.649 |1.000 |0.814 0.213 0.387 0.611 |0.114 |0.066
DISCOURSE |0.609 (0.814 (1.000 0.196 0.372 0.557 |0.105 |0.047
GRAMMAR 0.316 |0.213 |0.196 1.000 0.399 0217 |0.327 |0.171
MECHANICS |0.504 (0.387 (0.372 0.399 1.000 0.309 |0.365 |0.353
STYLE 0.525 |0.611 |0.557 0.217 0.309 1.000 |0.124 (0.179
USAGE 0.266 |0.114 |0.105 0.327 0.365 0.124 |1.000 |0.232
VOCABULARY |0.312 (0.066 (0.047 0.171 0.353 0.179 |0.232 |1.000

Figure 2: A table from the ASAP RSMTool report showing inter-feature correlations as well the correlation
of each feature with the human score and response length. RSMTool automatically highlights in red the
values that Williamson et al. (2012) consider too high or too low.

all distributions of the feature values, and their cor-
relations with human scores and all other features.
For example, Figures 1 and 2 are excerpts from our
sample ASAP RSMTool report showing the fea-
ture distributions and the inter-feature correlations,
respectively.

The effect of response length on automated scor-
ing is a controversial topic (Perelman, 2014; Sher-
mis, 2014b). Therefore, when evaluating a new
feature one must always consider its relationship
(latent or otherwise) to response length. RSMTool
allows the user to optionally specify a column con-
taining response length in the original data and, if
so specified, automatically computes the marginal
correlations between each feature and length as
well as partial correlations between each feature
and the human score after controlling for length.
This helps clearly bring out the contribution that a
new feature makes to the scoring model above and
beyond being a proxy for response length.

Another important aspect of a scoring model
used in high-stakes assessments is whether it be-
haves differently for different subgroups present in
the data (Bridgeman et al., 2012). These subgroups
can be defined in several ways e.g., the demograph-
ics of the test-taker population, or the different
questions in a test. RSMTool helps examine this
aspect by plotting the feature distributions for each
subgroup column identified by the user in the data.

4.2 Model Summary

Interpretation of the final statistical model itself is
also an important consideration in assessment con-
text. In order to make an argument about validity
of the automated scoring, we should be able to ex-
plain how each measured construct contributes to
the final test score (e.g., see Bernstein et al. (2010)
for discussion).

The “Model summary” section presents all the

information necessary to evaluate the model by
presenting the learned parameters in an easy to
understand manner. For linear models, this section
includes the standardized coefficients as well as
relative coefficients, presented both in a table as
well as graphically, as shown in Figure 3.

feature standardized |relative
DISCOURSE |0.407 0.375
GRAMMAR 0.071 0.065
MECHANICS |0.181 0.166
STYLE 0.187 0.173
USAGE 0.073 0.067
VOCABULARY [0.166 0.153

Here are the same values, shown graphically.
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Figure 3: An excerpt from the model summary
section of the ASAP RSMTool report.

4.3 Model performance

This section of the report focuses on the accuracy
of the trained model’s predictions on the responses
in the evaluation partition. It does so by comparing
them to the scores assigned to those same responses
by expert human raters.



When producing statistics for the model per-
formance, it might be useful to consider not just
the raw scores produced by the chosen regression
model but also (a) scores that are rescaled to match
the human score distribution on the training set, (b)
scores that are trimmed to be in the score range ac-
ceptable for the item, and (c¢) scores rounded to the
nearest integers. All of these score transformations
are commonly used in the automated scoring litera-
ture and, in some instances, can even be applied in
combination.

RSMTool computes six different versions of
scores and, for each such type, computes all
standard evaluation metrics recommended by
(Williamson et al., 2012) for automated scoring
models such as Pearson’s correlation, quadratic
weighted kappa, and percentage agreement. RSM-
Tool also computes measures designed specifically
for evaluating automated scoring such as the stan-
dardized mean difference between human and auto-
mated scores which ensures that both sets of scores
are centered on the the same point (Williamson et
al., 2012).

This section also presents additional informa-
tion for evaluating model performance in the form
of confusion matrices and a comparison of the
distributions of the human and predicted scores.
As in the other sections of the report, the values
which fall outside the recommended ranges are
highlighted in red or indicated graphically.

Another important aspect of model performance
is to compare the agreement of its predictions with
an expert against how well two experts’ scores
agree with each other. If two humans cannot agree
on how to score a given set of essays, it is not rea-
sonable to expect a statistical model to learn how
to do the same. RSMTool allows the user to op-
tionally specify a column in the data containing the
scores from a second expert, and, if so specified, au-
tomatically computes the agreement between two
human raters and the corresponding degradation
for machine scores. Figure 4 shows how RSMTool
compares human-machine agreement statistics to
human-human statistics.

Finally, this section computes all of the evalua-
tion metrics for each subgroup defined in the data,
as already motivated in the Data Description sec-
tion. Figure 5 shows an example of this from our
sample RSMTool report.*

“Note that the original ASAP data does not contain any
demographic information, such as the test-taker’s native lan-

4.4 Customization

All the settings for an experiment are supplied to
RSMTool as a self-contained configuration file in
JSON format. This ensures the reproducibility of
the experiments and allows the user to customize
the analyses depending on data availability.

Furthermore, RSMTool has been designed to
make it easy for the user to customize the final
HTML report. Each section of the report is im-
plemented as a separate IPython notebook (Pérez
and Granger, 2007). The user can decide which
sections should be included into the final HTML
report and in which order.

This approach also makes it very easy to add
new evaluations. For example, a researcher who
wants to use different evaluation metrics instead
of, or in combination with, the existing evaluations,
would only need to create an additional IPython
notebooks containing custom analyses and have
them included into the final report along with the
other sections.

5 RSMEval and RSMPredict

In addition to RSMTool that covers the full
preprocess-train-predict-evaluate pipeline, we also
provide two additional tools that cover only the
evaluation and the prediction parts of the pipeline.

The first, RSMPredict, can generate predictions
for new data based on an existing scoring model.
This is particularly useful in scenarios where a re-
searcher might want to generate predictions for
newly obtained test-taker data using a model that
is already in operation.

The second tool, RSMEval, can take as input al-
ready existing predictions and generate an HTML
report similar to the one described for the main
tool. This tool is particularly useful in scenarios
where the researcher would prefer to use a more so-
phisticated or complex machine learning algorithm
to train the model and produce the predictions but
would still like to see a comprehensive evaluation
of the predictions, including subgroups.

Both RSMPredict and RSMEval are compati-

ble with the outputs of RSMTool and use similar
interfaces and configuration files.

guage (L1), we randomly assigned an L1 value to each test-
taker for illustration purposes.



N h1_mean |h1_sd |h1_min |h1_max |h2_mean |h2_sd |h2_min |h2_max |corr |wtkappa |kappa |exact_agr|adj_agr
594.000 |3.434 0.775 |1.000 |6.000 |3.424 0.776 [1.000 |6.000 |0.795|0.795 0.623 |76.431 99.663

(a) Agreement statistics between two expert raters.

corr |kappa |wtkappa |exact_agr (adj_agr |SMD
H-H [0.795 (0.623 (0.795 76.431 99.663 |-0.013
raw H-M [0.722 (0.421 (0.627 0.000 94.949 |-0.062
diff |-0.073|-0.202 |-0.168 -76.431 -4.714 |-0.049
H-H (0.795 (0.623 [0.795 76.431 99.663 |-0.013
raw_trim H-M [0.722 (0.421 (0.627 0.000 94.949 |-0.062
diff |-0.073|-0.202 |-0.168 -76.431 -4.714 |-0.049
H-H (0.795 (0.623 (0.795 76.431 99.663 |-0.013
raw_trim_round |H-M |0.639 |0.421 |0.627 65.320 98.990 |-0.047
diff |-0.156|-0.202 |-0.168 -11.111 -0.673 |[-0.034
H-H [0.795 (0.623 [0.795 76.431 99.663 |-0.013
scale H-M (0.722 (0.403 (0.672 0.000 91.246 |(-0.061
diff |-0.073|-0.221 |-0.123 |-76.431 |-8.418 |-0.048
H-H [0.795 (0.623 (0.795 76.431 99.663 |-0.013
scale_trim H-M [0.722 |0.405 |0.671 0.000 91.246 |-0.060
diff |-0.073|-0.218 |-0.124 -76.431 -8.418 |[-0.047
H-H (0.795 (0.623 [0.795 76.431 99.663 |-0.013
scale_trim_round |H-M |0.672 |0.405 |0.671 62.795 99.158 |-0.043
diff |-0.124|-0.218 |-0.124 -13.636 -0.505 (-0.030

(b) Degradation statistics when comparing human-machine agreement to agreement between two expert raters. RSMTool
provides these statistics not just for the raw scores but also for the scaled, trimmed, and rounded versions. It also automatically
highlights degradations that might be considered too high as per Williamson et al. (2012).

Figure 4: Two tables from the consistency section of the ASAP RSMTool report.
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Figure 5: Graphs from the ASAP RSMTool report showing Pearson’s correlations and quadratic weighted
kappa by the artificially generated L1 subgroup, denoting the test-takers’ native language. RSMTool
graphically indicates the values that are above 0.7, as per Williamson et al (2012).
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