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Dimensionality Reduction



Motivation for embedding data in high 
dimensional vector spaces as a design 

pattern



First, map data to a high dimensional space . 


Do some transformations, and map it back to a low dimensional manifold.


• , with 


• , with 

Z

f : X → Z Z ∈ ℝd

g : Z → M M ∈ ℝ2

Mapping to and fro





Semantic vectorspace









•  in een liter 


• Stappen rond de Aarde 


•  m tot de zon


• Neuronen in een brein 


• Cellen in het lichaam 


• Mieren op aarde 


• Seconden in een jaar 


• Zandkorrels op aarde 


• Druppels water in alle oceanen 


• Atomen in het menselijk lichaam 


• Bacterien 


• Atomen in de Aarde 


• Atomen in het zonnestelsel 


• Manieren om een kaartendek te schudden 



• Atomen in het zichtbare heelal 

cm3 103

4 × 1010

1.5 × 1011

1011

1014

1016

3.2 × 1016

1019

1025

1028

1030

1050

1057

1068

1080

Grote getallen



1. Every  years (  sec), take one step forward (about 1 meter)


2. Once you've walked around the Earth's equator (which would take about 
 steps), take a drop of water out of the Ocean.


3. When all the Oceans are empty (  drops), place one sheet of paper on 
the ground.


4. Repeat this until the stack of paper reaches the Sun (  )


5. This gives about , so we still need to repeat this about  
times to get there….
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How big is  (shuffle a stack of cards)1068



(x1, x2, x3, …, x766, x767, x768)

Semantic vectors

ℝ768



12





A vectorspace satisfies for 
 the following:


Closure under addition: 


Closure under multiplication: 


∀c, d ∈ F, ∀u, v, w ∈ V

u + v ∈ V

c ⋅ v ∈ V

Let  be a set, let  be a field equipped with addition and multiplication


We define binary operations 


• “+” on , denoted  , 


• “.” on  denoted 

V F

V V × V → V

F × V F × V → V

What is a vectorspace?



A vectorspace satisfies for 
 the following:


Addition (+):


1. Commutative: 


2. Associative: 


3. Identity: 


4. Inverse: There exists an element (-1) such 
that:  

∀c, d ∈ F, ∀u, v, w ∈ V

u + v = v + u

(u + v) + w = u + (v + w)

u + 0 = 0 + u = u

u + (−1)u = 0

Multiplication (.):


1. Compatibility: 


2. Distributivity: 


3. Distributivity: 


4. Identity: 

(cd)u = c(du)

c(u + v) = cu + cv

(c + d)u = cu + du

1 ⋅ u = u

What is a vectorspace?



What is a metric?

For  :


1. Non-negativity:  


2. Identity of indiscernibles: e  if and only if .


3. Symmetry: 


4. Triangle inequality: d(x, y) + d(y, z) ≥ d(x, z)

∀x, y, z

d(x, y) ≤ 0

d(x, y) = 0 x = y

d(x, y) = d(y, x)



Motivation for dimensionality 
reduction



Manifold hypothesis

• although high-dimensional data (like images, text, and sound) might appear 
complex and unwieldy, 


• they actually lie on or near a much lower-dimensional manifold.





PCA



The curse of dimensionality









• Eigenvalue for PC1 = 


• If the sum of the squared distances of points projected on a vector are larger, 
that means points are closer to the vector


• What does it mean if an eigenvalue is lower or higher for an eigenvector?

SS(distances for PC1)
n − 1



t-SNE



• A linear recombination might not be the best way to visualise complex, non-
linear data structures


• tSNE is optimized for visualisation (mapping to  or )ℝ2 ℝ3

t-SNE



t-SNE
In a nutshell

• A high dimensional dataset


• A low-dimensional mapping  with 


• The conditional probability  that  would pick  as a neighbor


• The conditional probability  that  would pick  as a neighbor


• A way to minimize the mismatch between  and 

𝒴 = {y1, …, yn |y ∈ ℝd} d < n

pj|i xi xj

qj|i yi yj

P Q

𝒳 = {x1, …, xn |x ∈ ℝn}










